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THE STATLN OF THE Lkk@F (XNIRfl SYSTEM LFIXM)E’

Gary P. Gur, Stuart C. .khaller
Eric A. Bj6rklund, Mry J Ehms

J-s F. Wrrism, I%tricia A. Fbse
Wvid E. .%hltz

w-l, kkil stop H310
km AlmtM Pkticnml ~toratory
LOS ~=s, ~ kXiCO 87545

Abstract

The upgrded Los Al-s kson RIysics Wility
(LW’F) control sy~ta is now otarational. W
S~-B40 caputer Ius been r~bwd, and ●ll
application prwrrns are nw rmmim cm VMe3. *
are continuing to upgrale the control syst9
nethcmk. We are using hllcroW systas for
distrilmtd local cmtrol and have intrcxl~d
VAX13N syst~s for ddicatuj real-ti~ sicuatims.
~icatims uith both syst-s is M on a
stamiardized raote procedure call intet+ue. *
haw also beZIM to integrate the Protom !Noraqe
Ring controls with tb IJJ@F control systa, to
e~rimnt with VAX/GX-basM! mrkstatim cperator
interfues, and to investigate possible
a~llcatims of artificial intelligence tecltnolqy.

fitUkRMmd

The Clintcm P. kkmscm tiaaI F?lysics
Fuility (~~F) is Operatd by tiM b Al=S
Hatioml Lsbmatory for ttM U.S. CkpartmMt of
13w3r y. h

f
but of ttm f-ility is ●

1-ki meter -latg linear accelerator dmsi~d to
provide ● protcm beu of up to WI *V and one
9illimwre amrage currwnt, ‘h ~celerator is a
pul# mxhinc operating ●t 120 Hz.

Brief Mti- of lA@F ~,ltrol Syst _ *r*—-—

LAWF -s one of the first mjor Kcolnrstors
to be desigmd for c~terized cmtrol. W
original control cmputtr was ● Syntm llhgimri~
Ldxxatory SEL IWO. All access to ~c~lerator data
was through a laally deoignad, distritut~,
●odule-orientd l.ard~re systa called RItZ (bt~
Instrtmetttatim IInd Gmtrol Eqzi~nt ). Pra thr
bqinninR tlw cmtrol systa wn in a cmtinuous
state of dificttim cd u~rti. To iBprove the
m 040’ s parfoMcP, mry -8 incraaad fra
40K words to 128K words, disk stor~ frm S ~rs
to 120 *OS, ti apcia.1 hardnr? i~lstructions
were ddd to tk Sil 940 CFU. W devicts -m
8(MWI to the Systa to c

‘7
l~nt RICE (tw local

U-tyW crates, and cm soria crates). Bvmtually
a netwcrk of four PIP 11/10 r-cto sinic~~rs,
eech with itn laal CWC cratas, -s ad to
i~row lcwal ZWI tiu respa,ae for certain
fmcti(ma ad of f-led ttm uin c~t?r. Ilte PCP
I 1/103 iu~tiand primrily as slsves to the Mster
sm. 840. ~icaticms h8re thmqit ●

Iaallyd@algrud w-basal hardmrw interf~e,
and lcral c~icatim~ protaol. * 978 ttm
ccmt(ol systm provihd Ecosc to ~Wmximotely
4cO0 c-mdeble davicco ml 10,000 to 12,13xI data
points. 14inery percent of the dovlces WIW
acceoti th

Y
h RICE d PIMPS ten parcent

thrash W local, acrlal ad r-te ). Pimra I
show tlm ccmtrol Systm us it ~erad In 1978
before the start of the control sfstm u~rad?
pro)ect .

—
● Wrk supportd by tha W I*rtamt of %erty

It was becmiI@ increasingly difficult to
■aintain tb hardnre ad find trati
●intenmce staff, ‘llm S~ 840 ne no lqer
bein~ urufactured. GIIY s mlatiwly X11
nmbr of MMMS tad hen prdti in tlu
first place, 8A mlificatims to the W SE
840 hd turti it into ● unlqur cawter,

Growth in the cmtrol systa croatd increasing
dads , t.mt there was no pr=tical bmy to
further increase the P8rformmce of tkm Sll
840, ad no qrde

r
th to a ■ore ~rful

■echine of tb s WC itwture, since none
hal ever hen prduced.

Without a bukup syst~, MY hardnra problas
in tk = 840 brqht tb entire ccmtrol
syetm dem until the cmtrol c-puter could b
fixed. tiwtor Problms st’wt clout tl’m ccmrrol
syst- for ●xtorded periods of tin (norw than
● day ) m aev9ral c=ccasions.

~ relatively primitive amhitecture of tk
Sll 840 providd little in the -y of pro8rrn
or wratiriA syste9 protuctlon, and mlloti
tmAs in ●~licatim progras to destrcq other
progr~s or crash tlw ●ntire sy~tm.

The svstm e.rd aneltcction softmre for th SFl
8~ ~s also dif~~cult to ■aintaln. ‘lhe entitw
operatint syota end all the ●pplicatlcm
pmgrms for tlw SEI 840 were britten try laal
progrmrs. tih of th coding wag dorm in
●ssably lenguqe, ■dern soft=ru engineering
t~tmiques warn not uwd, ard dwwntaticm was
poor.

In ord?r to deal with these problms, md
R11OW for future Fxpnns IIM, it was decidtdttg
u rade ttw LAMF ccmtrol syst~ try
S% R40 with n Iliqital Pqui~Pnt ~~$~~% VAX



11/780. 7his hsd to be done while maintaining the
nomal accelerator production schedule. In order
to use the VAX 11/780 as the control system
ccmuter the follohirul tasks had to be
accaplishad:

● Interface the VAX11/780 to
This includes RICE, CAMW,
rmote PUJ 11/10 systas.

● Interface the VAX 11 /780
consoles.

accelerator data.
and the network of

to the operator

● Write the systea software needed to support
real-time control system functions not su@ied
by tlm general purpose VAX/W operating
systeR.

● Ibdeslgn end rewite the soft~re providing the
interface Lwtweenapplication programs and the
accelerator h-e. HS Call this soft~re
ttw hts *sta. Ills priaary goal of reuritinR
the Ma System -s to protide gretter
uniformity in deali~ vlth different types of
hardware, SIXI graat er flexibility,●~rinabili t y, and hardtare independence than

.

● Mesign and rewrite the graphics peck-e to
support a new set of grapMcs devices, and also
support the old lbktronix 611 stomge scopes
frum tlxl VAX 11/780.

● kdesign end rewite all the control systm
●pplication progrrns to run on the VAX 11n80.

lhe strategy ulopted by the ctnwrol system
secticm in order to accaplish these tasks ws to
first build intelligent gatatmys to the RI(Z
systa, ad the IW 11/10 nettmrk. ‘lMs would Rive
both the S@L 840 and the VAX 11/7&l access to ●ll
the hanJwre devices on RI(Z and CAW nhi la t b
conversion -s taking place. Then functions could
be shifted fra the SEL 840 to tk VM 11/780 es
unpotmr and the reduction schedule ●llowed. In

!1979 tlm VAX11/ 80 tma purcked, and by 1981 ?IM
control section ns heavily Snvolved in the
conversion project (it took more that ● year to
Free up the ‘anpotar needed to start serious wxk
cn the proj-t ).

In 1981 the cuntrol systaa software section
was stdffed by six full-t iae staff rnbers, ad one
half-tine pr rrn-.

3
lhe Sectim reached ●

maximtmSixe ten staff mabers and one Eel f -t ime
progrrnr in 198S. It now casistti of seven ~teff
mabrs, and will probably remain st ●bout this
level.

The upgrule project has been discumai at
several conferences and mmerous rs have been
published (see references [1]...[m. At this
point tm would like to deucribs the currwtt system,
●d revhu eae of the future possibilities for the
1.MF control syst~.

Current Status of the Ommrsion.—

In January of 1987 ttu W. 840 was rollsd out
the door of the camter ma ●nd tb first phase
of the upgrale procedure uas complete. ‘the
ll~rded control Systm is now operational, rwming
all required ●pplicat ion pr rrns, ‘l?Is new system

‘Ywas used to tune end run t ● accelerator ovsr t~
1●st year without ●ny significant problem.

—4mEEtd——L—L——L_L—
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Figure 2 - LAWF (lxttro.1 Systm in 1987

Lkmcription of &rrent SyStea

The current control systsm configuration is
show in figure 2.

Main Control thputers

lhe main control system is ● dual VAX 11/780
VAX cluster. W VAX(ACXR)is used ●s ttw main
control msputer with three fully configured
operator consoles, d one ‘xrtial console directly
connected to it. Ihe other VAX(KXU) is used m ●

backup cmt rol c~ter and progr- develqmeni
ccmputer. BCUl~ one ~whtiialt&rmole directly
Ctmnectd to the console
connect ions, the 11)780sare; identical.

Ehch 11/7EKI has 16 B@ytes of mry, 340
Mwos of local disk stora (2 RR?6s), end access

rto 1,782 Mwes of $hard d ak S~OrIS@ (4 ~iS)
through the 70

Y
shit CI MS ad dusl tK30

cluster disk control ●rs. ‘M ● staa diek for ●ach
Lcmputer is ● local RF06, with . c.lw Aocal disk

used for online system beckups, and ●s ● live
b of the RMl disks contain all * fik:

%3’&y the MPF Omrol Systaa (L=].
contains a backup system disk that cm be used to
boot KCR OF K(X and sma user directories, ●nd
the fcwth kMl is ● live spare.

Rsch cqmter has access to the RICE myntsm
ttu h ● one srqabit UC-l I point-to-point link to

Ythe R n!. M93wt rumiw over Ethernet is the MN
for the mm ml syst~. It provides accsss to the
old P!.%$1l/lIJ r~tee thrqh the NEI’ll, eccem to
● nuber of new htlcroVAXI I raote systas, and
●ccess to virtually sll other ccmput+rs un the
LIWF tiite incl~ing the experimental a-ea
r~ters.

Either ACCk or KCR can perfom all the
functions needed to tune or run the accelerator.
They both have arcQss to uii ●vailable sccelemtor
data throqgh the RIUI1, the M?711, and the new
raaote computers. Ih@y both hava ●ccess to x11
needed control systa film through the sha).4
cluster disks, Although KCR normally supports ths
thr~ ful 1 operator mnsolern in the control room,
ths consoles can be ewaily moved to 8CCR by
shutting down hot h systmns, ●ovin~ sme cables, and
rebonting, lhr procedure only takes atmut 30



■inutes. l%is design provides a great deal Of
Iuwdwar> redurdarlcy for the ccmtmter systems. llw
LCS CEI’I survive ❑ultiple cmputer hard-are
failures, and ccmtinue to run the accelerator. At
[he mrst, a relxmt may & required to reconfigure
h&rdware/sofrware.

Gatewav Gmcuters

The RIUI1 is a Pm 11/73 running KiX-llw
tich xts u en intelligent gateway to RIG for
troth VAX lIPMI cmtrol cmputers, d tmfore it
Ws raoved, the SIl 840. The RIUll does not
Wppx-’t wt. LKhet CM not gupport the data
rates required by ttw RICE system. Instemi, W use
ladly mitten device drivers to support our om
mfture prttmol cwr W-11 point -to-psint lirks.

The NITllisaa PtP 1 1/73 running
RS-l IWPU.B, fiich ~ts ss an intelligcat KateMay
to ttw old netwrk of PtP 11/10 r-t: cquters
% VAX 11/7EXl control cqter~ access ttk Ml
thrqh lXhet over Ethernet links. Ihe data rates
for tk mte Pff 11/10 cmputers are an order of
●gnituk less tlmn tlwse for RIIX, w1l Wthin
-t capabilities.

h hte ~ters mrd bte Procedure Cslls

Mrly in ttm cmtrol systm upgrde we dt-tided
to adopt a “stmldm-d” raote cmputer systa to
replace ttm existing wtmrk of PCP 11/10’s, mti to
& used for any ‘*” rek& cw~:;~rewird W
tte control Systa. tlm
requi~ts for m rmote systas, w f~ that
we really needed tm different kinds cf raote
cafmters.

. VME9Ji tites. These syste9s are usually in
M envirornnt that males use of ● local disk
@rHtical. Th8y haw m 10CS1 operator
interface, md fmctiott primm.-lly ●s slaws to
ttw main control cmpter. lhq pefom
ddicatal data quisition mndcont:ol tasks,
oftnn ●t interrqt 18=1. W standard devic~
int.rface is W. TIMold PIW11/10systm
all fall into tMs category. The new at mdmd
rmte for this typa of systa is s diskless
HlcroVAX 11 capu?m numing DIZ’s real ti~
cmtrol 9y9tm, vmm. m, tb control
cm~ter for the mu WF ●aster tlEOr, -s
tlm

&

rototype for .s stardard VAXEW rmte.
m TA, ad LB nre ccmwrtd to VA.XIM
WcroVAX 11 systua durint the last y@ar.

● WcroW htas, llww sysrme are really
full flodgd Control Systas, tnlt at ● -11
scale. l’ltay * an ovrtr~” interfue, md
Iaal acre-o to ~ liti~t.d set of Inrdmre
devt,coa.

%
tin, tha sttird device interface

is CAAW, ~ m~ nd to get data fra ockr
raotos, or thm RI~ syst-, h resin control
Syst- ●ay d to ●cccus tlwir ltxal hard-re
devices. W rww ststdmd r-te for tMs ty~
of cyst- is ● UcroVAX II c~ter with OM or
-O local disks. l’ho operating aystm is
Micmw. A stmdard oparators ccmaolc 1s lltd
sc tln opartitor intorfaco. The standard L-
titrol ,%st- moftmr~ cm ho Uad without

We have only one compurer architecture, and thu
operating systems for the entire control
Sysrem.

It is very easy to add MicroV16 remotes to the
Ccmtrol Systm. k-cause we can use the
stamiard LCS softwre and applicarim progreus,
w usually only need to define the new hard=re
devices to the data systa.

The MicroVAX 11 is a very ~le~ible ill-d
cost-effective systm. Ilw remte :.~pt+rs
vary widely in tlw ccqmter power tky need to
~rform their functions. The MicroVAX 11 i5
powerful enough to meet the current needs of
mm high+md remotes, while being im?xpensive
●nough to use for our lcw-eml rmotes.

llw MlcroVAX 11 is the most c~ ccmputer
used at LJWF. It is the stamhrd “bta
Acquisition” crower for e-ri~ts.. Thi5
simplifies ❑aintenmce support. It is ●asier
to keep ●dr ,uatt levels of spares, ad even
spar~ caputer systms.

AJcmg tith the new standuo remote hmd-re,
domed a I- software cmvent iaI for

c-nicdrims i~tmn raotes, ad tmtween the
■ain control cmpters and -Yes. me Soft mm
cmwnt ion is the “~te Procedure Call”, or RX.
lhe tmsic idea behind raote prmmdure calls is
that a process (progrm) mming on ~
cm ‘tall”. cTerusing standard produre La ling
mmntics, ~tkr routlno ttmt e~tes @l 0

different caputer. A E8SSq~-fMBS~ mschmi-,
bgsuI on CIXhet, is usai to tramrnrer psrrnters
betm the caller ad tk calld rcmtine. This
syst- can k U* for c-micstions betwen VW,
UicroV16, and VAX~ cc-putms.

&h ccmtrol Systa
cTter’ ‘Mm’NcroW6, or VA%l?iN,will ewntual y Fmw ● process

calld a t4ta-9fst- %rmr. h
data-aysta-server pmceaa, uai~ tb m
interf~e, will service dr.ta-aystm req!es:s to
red data or gin c-s frm r-e c
%r ●x9P1P, s progrrn nmli in the k arfzei

7 ‘tersInjator Mt:roW systu cou d not only got laa.1
W data, but cmld rad RICZ data fra KC%
issw c-artds to ● sorisl W davicc m the IC
kdcro~ systm, and read a digital vol-tor m
th m VAXELN Cgtar. l’hl prqra mnlld use
stardud data systm sulmutim calls ad dedce
n-a, % p~rmr witing the prqrm need not
k~w ~t ca~ter t~ dovicos are Ultimately
bcc8ta.ad frm. Tha data syatm will transcaently
handle the translation fra m~ic device nm to
hardtmr~ device ucens. prototy~ data Systm
serwrs cre nou runnirq on sewral of our W6 ad
VhXEN r~te caputeru.

@ture l%ssibilitioa

A control systm ia wty much like ● living
or~anim, it continuously clqes and qrom
througlmut its lifetiw. w tlmt w have fin]sh~
ttu first phase of tk MF btrol $stm
u~rda, w can *in seritma work on tlw next

phae. This
c

●e will be H3m ?wlutlmary ill its
nature than t previcus one. m plnn to efi~e
the porforMJWe ad roafmnsi-as of t)n syatm,
●d

L
r~ually add nmr fwtiona, tdtilo ●aintaining

ttm aic softwe structure of the current systa.
w ccmtrol systa All cmtime to QVolve tr,~rdm
a distri~td ~Ystm, and a-y frm the centrfilized
●ster/slave ~trutturc of tb old Sfl 840. Figure

1 nhms w~~ the L- Gmtrol Systm ●ight lock
ilk? in thr~c or fnur yemrs.
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Pigure 3 - W Gmtrol System in 1990?

Disk Sxorqa

W are plum@ to tmy three more RMl dis’ts
this ycsr, ad umttwr next year. This till ●llw
us to scrmp tlm far ~ lmal di~ks. Ttm* four
disks haw probmbly been respcmsible for half our
maintenance problms over th last tm years. Uith
eight RN31 disks w cm set up fmr of tk diA3
online with full ml- shdowirq. ~i~ ~11 giW
us rrmnsparent tmli~ rwovmy frcm tlw 10ss of any
single disk or disk ctmtroller.

b Fk90tes

W plan to rqlace the last two r~ini~ PCP
1 1/10 captors (SY,XA) with starmlard VAXI?IN
systms this yOU, This will also tllm us to
raove ttm M?fl1 ~mtewmyctnputer, ad eilainate
one ●ore oparatin~ sy8t9 (FtSX-1114-R~). * -111
probably W utotl~r Mcrom injector cmtrol
syst~ for H-, cslld IB, ?Ms yeu as WMII.

hbre tbrse htmr

Che of ttw dis~~inmmts of the current
ccmtrol 9 St- has hn tre

I
inability to

significant y iqrom the respmsivmesa of th
c.mtrol systm onr ths old SEL 840. W current
systa @s ●any mom rhl~s thm ttw old S~ 840,
i*’j sore stable (dins not crash), and Jt ja much
●ore flexible than tha old systm. lhfort unstely,
it is often no. any fnster f- the oprmtor’s
point of view. Pr r= dewlo~t ran ●lso bc
very slow on B&$ duri~ t km nf hm
When W analyze rystm prf~e, it W%;
C1OU that tb rimary bottlatwcli on Mh ~ n.rd
IXZR is a IMk J mffiiicit t31J pear, th. gr.mt
dvmta@ thatttu current nyslm tul over tt’m Stl
840 ir ttut m tka ●re semral paths we cm take
to t’.~nificmtl~ incroeae svst- per fo~e.

o
#

rti VAX 11/7S0 c
%

t~rs to VAX 11/785s.
s ~ld incmaso t avsilible Ull pnm a}

~=h machi~ w ●but 5il\, for a totsl increase
of oM VAX 1l/7W ewivmlent . M hardmrc
cost -Id b abcut S!@-O,cnXI. lbc softwm
rolts ~uld & nro. TtIr current LCS syst~
stild run without mcdlf][~tlon (x) rh.r VAX

●

●

●

11/785s.

I&place one or troth of the VAX 11/780 cmputers
with VAX MM or VAX 86S0 cmputers. A VAX
8600 is atmut four times as powrful as a VAX
11/700. A ‘JAX 865@ is abut six times as
pwerful. G3r hardmre costs of $3CKI,0CXI to
$920,000 w could get CFU increases of fran
three to ten VAX 11/7fKl equivalents. ‘the
software costs wuld again tm zero.

Install a MicroVAX in each operator console,
keeping tk s- console hardmre, and use both
VAX 1l/7BOs as disk sermrs, and for so ft.mre
develo~nt. If ue installed cm of tlw new
kUcroVA-X 111s in e~h of ttm three full
operator ccatsoles w ccmld increase t31J pcner
by the equivalent of between six and nine VAX
11/780s for MNre comts of tetwn $lU),000
al-d SZCKI,CKW. This wwld requre W sup~rt
for ■ixed &tmmst and CI disk clusters, which
is ●qmctd with version 5.0 of W. Wcess to
the RI@ systa omr Ethernet muld be
required, as would sme software changes to tht
LAJ# CLmtrol Syst9.

A variatim of the mevims umrade would be tc
replace tlw kticroVAX c~t=rs with kUcroVAX
workstatias equippd with high Frecisim color
graphics scopm. k c~ld tl’m use sultiple
windom cm the color graphics scopes to repl~e
t k color CRT, tmch PUIOIS, ad grmphics
terminals on the current operator cmsoles. W
would probbly ha- to keep th krmbs on each
cmsole. % -ld like to prototw a systa
like this on cm of tb MicroVM ccmtrol
Systms . The new H- control syst~ is a likely
candidate.

* e:- ~~tiwly instigating all tk= SOluticms.
In tlw lcq run * nm almo9t certain to go to cm
or wre kUcroVAXes ●t e=h cperator cmsole. ‘ntis

:Tuticm.
ars to b the moat cost -effective hardbmre

It offers a siqle path fur ccmtirnd
growth, elthr tbrou@ more pxerful idcroVM
ccqmters, mom kUcroVMcgters ~ar console, or
by ding cmaolas, This muld also give us ●

distritrutd ccmtrol syst- w-lth ●ultiple caputers,
euh with its M full ~r partial ccmsole. In an
emrgency, any of thr ccmaoles (cmtrol ccqwtars)
could run ttm control synt~ by itself. This
u~l’ade parb, requires rnrD6 changes to ttw control
Systm software in orbr ro better SJ
fully distrilxxd c~trol systa. h tK%oRR

?
w alsm m ht uwrti ths current I lf180 cqntters,

;:::C%: [sti &c7t’:ffO:86:!rKtiw ‘h

amphic~ Ehhatlcmts

The current systm uws standard gr
teralnols drimn thr %:
*h operator cmWlN~T;L~Z~\f~9’~;2inals.
w Tkktrtmix ~c314 cqtibl~ temtnal can te used.
M currently use Hgraph m-la)o, and
Rtrqraphic? VlK40 tomina12. TIIIM~raphics
software IIwcl 1s s local ●cdificaticm to ttm
Mtiontl bter for Atmosptmric Metrch (W.R)
scdtnre ~k~e.

* can increuo Sraphics perfom.anc~ in two

t*@s to%Js.ti%m::$t. tb&l’s:J ‘? ::
Wmys.

decrease tl’m (llJ tin required to plot n given
graph. l+a tk operator’ 9 viewpnint , thr ●ost
lnportant tim is the wall-clink tim it takesto
plot a grapl~. The most important far!or in
d~reasing wll -clock times for our Rraph!c* systm



is the speed at which the Rraphics terminals will
plot . We are already driving our current scopes as
fa%~tas4the~~ll go. lhe W%40 can only plot at

?he Q(-1OOOcan plot at about 10
Kbaud. lhere are Tektronix 4014 compatible
terminals that can plot at close to the 19.2 Kheud
line speed of our existing RS232 ports. We are
looking into replacing the current graphics
terminals with these f sstt!r scopes. W? can
probably do even better by replacing our graphics
termin&ls with WcroVAXworkstations. ~iS would
also fit in with plans to increase CFUpower for
the control system and dopting a new operator
console formt.

Any increase in plotting rates Will also
increase our Ullrequireaents for plotting. Weare
investigating both increasing the efficiency of the
WAR graphics package by better tuning it for our
specific needs, and acquiring a new, more efficient
graphics pcmage.

RIU/RICERhncements

RI= (bte Instrmsntation and Control
Eq@ent ) is a locally designed, distributed,
❑cdule+riented hardtmre system. RI(X protides
access to nLntey percent of the devices accessed Ly
the control systea. Each RICEmodule has its cm
ADC end ccsmand-and-control electronics. It can
independently tdm data or issue c-ands for tlw
devices controlled by that nodule. &h RIQ?
module can cent rol a aaxiaum of 144 binary channels
(1 bit of information) ad 128 analog channels (12
bits of infornstia ). kbst ■odules control less.
‘lhe RICE wdules (there are 72 today) ●re
interfaced to the cqter through the Rice
Interfate lhit or RIIJ. RI~ Only SUppliOS d~ta on
cmand fra t!m RIU. Ihe RIU can request data
fros a single ■dule, or froa all aodules
Slnultmneously. (lnmntly accesr to the RIU is
through the RIUl1 gatetmy ccqwter. ‘TheLAWP
Contn Sys&m d&i~ three types of data: tiaed,

-. llmed data is t-en St a
fixed ~faet within a specified 8.33*s be- pulse.
~Iaed data can be taken on any bem pulse ●t any

lbn-RP data can be taken on any be- pulse,
but “rest be ta%sn ●t a time during the be- PUISU
when RFmowaris off. h theory, a RICS unit CM
reed ● 12- it data word every 4~ microseconds. In
plactice, ttm R2U11can probehly do one thd, and
one or tvm ~mtimd, or non-RF data takes ovary baa
pulse. lhe data takes could be for one eodule, or
for all aodules.

& are investigating tbm separate ~ades for
the RIIYRICE syst~. Us hope to eventually do
both. Ihe first is to replace the PUJ 11/73 RIU,l
with a McroVN( 11 or 111, interfaced to tk
con?rol systea throu@h lkhemet. ‘This would give
any mntrol ccmputer on ihe Ethernet direct access
to RI~ data. With the increued potm of the
MlcroVAXwe should be ●ble to improve performance,
ad optiaixe access to RICZdatn in several ways.
‘lhe ramowl @ trm RIUll will ●liminate the last
PCP 11, and the lest ~-llM syMem froa the LG.
We hope to hem the RN McroVM redy for
accelerator startup in 1988, probably usins the
current RIIJ’RKZ hard-m. ho this is done, us
can follow the Wmuole VAX” upgrade path to
increase cent rol systua reaponsivemss.

The sacoml u~rde for the RIU/RICX systes
would inmlve a redesign and modemiution of tb
NIU/RICi!herdwsre (originally d?signed in 19d9).
Om option we ●rm considering is t~ have each RI(T
mdule continuously read all the dcvice~ under its
control, With wodemizd electronics and ADCsw

think we can reed each device in a module between
2P and 40 times a second, and maintain the latest
value for each device in local memory. Untimed o.’
non-RF data requests could then be satisfied with
the last data read for a device. The RILE upgrade
would be coupled with a redesign of the RIU
probably using a (MAC based system. ‘lhis would
also require extensive wiifications to the
software for the MicroVPX RIU ccmputer, and
possibly some modifications to the LCSdata system.
If this upgrade is finally approved, it is probably
several years awsy.

C@erator Cmsole Fhhanceaents

A standard LAA@Foperators console has one
color CRT (not a grap~cst;~=e 1, t~ ~~ ~;~
Carrel touch panels, IWtronix
capatible graphics teminels, and six knobs. *
color CRTand knobs are interfaced to the control
cmputers through CM#C. Ihe touch panels end
graphics scopes are inter fad through RS232 ports
running at 19.2 Kbaud.

(he upgrade we are looking at is to replace
the color CRT, graphics terminals, and touch panels
with one or more MlcroVJt worksta? ions. 7his may
also be dme as part o. a LFUand graphics upgwle.
Wealready Iuw a MLcroVAX11/GPXwhich we hope to
use to prototype swh a syst=. Ln the short run
we till probcbly just emulate the current
interfaces, using the multiple window capability of
the workstations to setup colnr CRT windows,
graphics windows, and touch panel windows. 7his

will allow existing applications to run wittmut
mdif icat ion. k tha 10SIUrun w hope to establish
a new operator interface that takes full advantage
of the color rephics workstat ion hardware and

-!softwere capabi ities. Che of the big questions
that we need to anstm is how●any application
progrrns can practically be run on a workstation’s
19 inch color-graphics scope at one ti~ wLthout
the operators uetti~ in each others way. It iS
not unusual to have four or five application
progrrns running ●t one console at the s=e tiae.
Us ti U probably need ●t least two mrkstat ions per
console.

Integration Uith ProtaI Storage Ring Gntrol Systsm

W Rottm Storage Mng (PSR) cae on line at
LAMT in &mil of 198S. 7he cent rol s#sl&
designed and lmilt by kcelerator
division staff. The control systea uses ● MlcrVAX
11 control msputer, ● VAX 11/?S0 for softtmre
develqment, end a network of LSI 11/23’s for real
time date acquisition utd control. Al1 data
AOl!iSitifMl is throqh cww2. M 1986 !mpport for

the control systea w turned wer to W division,
and u? began krkLng at ways to integrate the tw
control systems. At this time it is neither
practicol or necessary to rewrite any significant
pert @f the ttm system. Both work well end do the
,ob thty were designd for. tit we hope to do is
encouraue the two S*steas to evolve towards ●

cmn fom ovw t L nex! several yesrs. W
irneuiate plant ●m ■odest:

.Setup ● standard softwere interface on both
control syst-s to ●now tha to autually
access accelerator data fva the other system.

w a standard nuing conwmt ion for all
Kcelerat or hardware.

Fst@hl ish a standard opernt or interfer? for
Loth ~yst~s. The staff’ for both cnntrol
system is looking at replncinn their current



operator consoles with MicroVAX-based
workstations. When, or if, this happens we
will try to establish a camnon “standard
operator interface” for both syst-,s.

Applying Artificial Intelligence Technology to
kcelerator Control..

In 1986 us began to look seriously at using
Artificial Intelligence techniques to assist in
trouble shooting and tuning the LAWF bean lines.
At that the us emitted one staff wmber to
investigate and develop AI applications full-time.
We purchasd a MicroVM 11/WXuith 16 t&ytes of
●aory end 200 hbytes of disk storage. In addition
- purchased software licenses for kid (lssnon
Lisp and Intellicorp KEE (Knowledge ~ineering
Mvircament). Ihe first a~licaticms * are
investigating arethe weof “&pert Systems” to
help with tuning and/or debugging betm line
failures.

The controls section is responsible for
coordinating efforts to get the bem back online in
the ●wmt of 0 hem-interrupting failure.
titan-times this process is S1OWMby the absence
of the person with the most knowledgeon the area
that failed. An ●xpert systea that captures unique
knowledge may be a gad way to ensure that the best
%pert” assists in solving every failure. Ihe
problems with tming are siailar. ‘lhe poolof
people *11 versed in tuning the various portions
of the accelerator is extremely 1inited. @ten
there is only me person per area. An expert tuna
advisor ccmld dooment knowledge, remove sme of
t% deaands on the experts, and reduce the time it
takes to ccnplete ttw tuning praess. M tie now
working on tm prototype systems, ona to help tune
the first put of the H+ be- line, and the other
to troubleshoot the NETl1 and remote crmputer
systems .

Stmsary

The first phase of tlu? LAh@F@ntrol System
upgrade has been completed, In January of 1987 the
S& @40 was rolled out the door of the computer
ram. ‘W new control system has been used to tune
and run the accelerator over the last year without
any simificant problems. Us ●re now planning for
the next phase of the control -systm upgrade. lhis
will b an evolutionary nodificcticm of the control
systtm to enhance performance and responsiveness,
inrrease reliability, and SCMnew fmctions us they
are required. Ihe cent rol system uil ! cent irde to
etmlve totmrds a fully distritmted systm, and away
froa the master/slave structure of the original SE2.
840 system .
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